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Abstract. In the past the estimation of corrections to nutation models was uniquely 
reserved to very long baseline interferometry (VLBI) and lunar laser ranging (LLR) data 
processing. Although satellite space-geodetic measurements have been used to determine 
UT1-UTC rates (or length of day) for many years now, the estimation of nutation rates 
was not performed. There is no fundamental difference, however, between the estimation 
of rates in UT1-UTC and nutation rates in obliquity and longitude from satellite data. A 
simple variance-covariance analysis shows that significant contributions to nutation by the 
Global Positioning System (GPS) are possible for periods below about 16 days. Since 
March 1994, daily nutation rates have been computed at the Center for Orbit Determination 
Europe using the data collected by the global GPS network. The series of nutation rates now 
covers 3.5 years. It is used to compute corrections for a set of 34 nutation periods between 
4 and 16 days. The formal uncertainties of the estimated nutation coefficients in obliquity 
Ae and longitude AO sin e0 grow linearly with period from several microarcseconds (•as) 
at periods of a few days to about 30 •as at periods of 16 days. The comparison of the 
GPS-derived coefficients with the International Earth Rotation Service 1996 nutation model 

shows an overall agreement of 10 •as (median). The GPS results are also in very good 
agreement with the most recent model by Souchay and Kinoshita (1997.2), better than most 
of the VLBI and LLR results reported in the literature. GPS thus allows, although limited 
to high frequencies because of the satellite orbits involved, an independent check of the 
validity of theoretical nutation models and of results obtained from VLBI and LLR. 

1. Introduction 

The Center for Orbit Determination in Europe (CODE) 
is one of seven analysis centers of the International Global 
Positioning System (GPS) Service for Geodynamics (IGS) 
[see, e.g., Beutler et al., 1994a; Zumberge et al., 1997]. 
CODE, a cooperation of the Astronomical Institute, Uni- 
versity of Berne (Switzerland), the Swiss Federal Office of 
Topography, Wabern (Switzerland), the Bundesamt ftir Kar- 
tographie und Geodiisie, Frankfurt (Germany), and the Insti- 
rut G•ographique National, Paris (France), has participated 
in the activities of the IGS since June 1992, analyzing on 
a daily basis the data of the global IGS network (approxi- 
mately 90 GPS receivers are analyzed by CODE in 1997) 
to obtain high-precision satellite ephemerides and satellite 
clocks, series of Earth orientation parameters (EOP), coordi- 
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nates and velocities of the sites, and information concerning 
the atmosphere (troposphere and ionosphere). 

CODE was the first IGS analysis center to routinely esti- 
mate UT1-UTC rates from the global GPS data in June 1992. 
Soon the other analysis centers followed this example. In 
February 1994, CODE started to derive celestial pole offset 
parameters (nutation rates). These estimates were thought to 
prove or disprove the idea that GPS as a satellite technique 
is able to contribute to nutation. Results of a first analysis of 
nutation rates from CODE, including the estimation of cor- 
rections to some of the short-period nutation terms (below 
30 days) relative to the International Astronomical Union 
(IAU) 1980 Theory of Nutation, were presented at the In- 
ternational Earth Rotation Service (IERS) workshop in Paris 
in 1995 and documented by Weber [ 1996]. 

In this article we give an overview of the contributions to 
nutation we may obtain from satellite techniques and GPS 
in particular. In the next section we discuss the application 
of nutation rates compared with nutation offsets. The subse- 
quent sections give a brief overview of GPS data processing 
necessary to obtain nutation rate estimates (section 3), dis- 
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cuss the problem of correlations of orbit model parameters 
with nutation rates (section 4.2), and describe the analysis 
of the nutation rate values including the determination of 
nutation amplitudes for high-frequency nutation terms (sec- 
tion 5). Section 6, finally, contains the results obtained from 
GPS and the comparison with very long baseline interferom- 
etry (VLBI) and lunar laser ranging (LLR) nutation series. 

2. Contribution of GPS to Nutation Series 

The transformation between the Earth-fixed International 

Terrestrial Reference System (ITRS) and the International 
Celestial Reference System (ICRS) may be described by the 
following rotation matrix//[see, e.g., McCarthy, 1996]: 

R = P(t)N(t)Ra(-O) R•(y) R2(x) (1) 

where t is observation epoch in terrestrial time (TT), P(t) 
and N(t) are the precession and nutation matrices at epoch 
t, Ri(c•) is a matrix describing a rotation around the axis i 
by the angle c•, O is Greenwich True Sidereal Time at epoch 
t, and x, y are the coordinates of the Celestial Ephemeris 
Pole in the terrestrial reference system (ITRS) at epoch t. 

The nutation matrix N(t) at epoch t is given by 

N(t) = R1 (-½o) R3(Z•½) R1 (½o --[-/•½) (2) 

where •o is the mean obliquity of the ecliptic at epoch t and 
A• and A½ are the nutation angles in obliquity and longitude 
(referring to the mean pole at J2000, which is slightly offset 
from the ICRS pole [Feissel and Castrique, 1997]). 

The Greenwich True Sidereal Time (3 is related to UT1- 

UTC through 

(3 =Om + A½ cos•o + k• sin •2 + k2 sin 2•2 (3) 

©,• _ ©o• +/2 AUT1 (4) 

AUT1 = A ((UT1-UTC) + UTC) (5) 

where O,• is Greenwich Mean Sidereal Time, (3 o is Green- 
wich Mean Sidereal Time at 0 hours UT1 of the day of obser- 
vation, k• and k2 are coefficients given, for example, by Aoki 
and Kinoshita [1983] or McCarthy [1996], • is the mean 
longitude of the ascending node of the lunar orbit, p is the 
ratio of universal time to sidereal time (p • 1.0027379), and 
AUT1 is the time interval from Oh UTI to the observation 

epoch t in UT1. 
The term "Earth Orientation Parameters" (EOP) comprises 

a set of five parameters, namely, the nutation offsets in Ae 
and A•, the pole coordinates x and y, and UT1-UTC, de- 
scribing the rotation between the ITRS and ICRS given 
above. With the term "Earth Rotation Parameters" (ERP) 
we denote the subset {x, y, UT1-UTC}. 

The nutation theory officially adopted at present is still 
the IAU 1980 Theory of Nutation, which is based on Ki- 
noshita's rigid Earth theory [Kinoshita, 1977] and Wahr's 
nonrigid theory [Wahr, 1981], that uses the Earth model 
1066A. Wahr's theory deduces the ratio of the nutation am- 
plitudes for the nonrigid Earth to those for the rigid model. 
Soon after the adoption of the IAU 1980 Theory of Nuta- 
tion, VLBI (and LLR) observations revealed deficiencies in 

this theory at the level of several milliarcseconds (mas). Up 
to now VLBI and LLR were the only techniques capable of 
measuring nutation terms [e.g., Charlot et al., 1995]. For the 
low-frequency part of the spectrum this will also be true in 
the future. (An exception may be the satellite laser ranging 
(SLR) considerations on the free core nutation mentioned by 
Tapley et al. [ 1993].) 

Three of the EOP components, namely, UT1-UTC, Ae, 
and A½, are not directly accessible to space geodetic tech- 
niques. All systems (VLBI, LLR, GPS, etc.) measure 
changes in these three components. In the case of VLBI 
these changes are determined relative to a very stable inertial 
coordinate frame. LLR realizes the inertial frame through 
the dynamics of the lunar orbit. The orbit of the moon can 
be modeled very well over long time spans and thus repre- 
sents a reasonably stable reference frame. Due to the large 
nongravitational forces acting on artificial satellites, which 
are very difficult to model, an "inertial frame" may only be 
accurately established over a short time span (e.g., a few rev- 
olutions or a few days). 

We first show that there is almost a one-to-one correspon- 
dence between changes in the orbital elements on one hand 
and the nutation angles Ae and A• and a change in UT1- 
UTC on the other hand, or, stated differently, that it is not 
possible to estimate both, orbital elements for each satellite 
and offsets in nutation and UT1-UTC. 

The position rs of a satellite in the Earth-fixed system in 
the Keplerian approximation (no perturbation forces) may 
be computed as [see, e.g., Beutler et al., 1996a]: 

•'s = R2(-2:) Ri(-y) Reop(O, Z•,/•½). 

ß ./•orb (•'-• , i, •0) T sin(u - u0) (6) 
0 

with the notation 

Pteop (UT1-UTC, •, •): 
R3(O) R1 (--•0 -- A•)R3(-,•½)RI(•O) pT (7) 

/:•orb (•'-•, i, •0) = /:•3(--['•) /:•1 (--i) /:•3(--•0) (8) 
where •2 is the right ascension of the ascending node of the 
satellite's orbit, i is the inclination of the orbit with respect 
to the equator, u is the argument of latitude of the satellite, 
Uo is the argument of latitude at the osculation epoch of the 
orbital elements, and r is the distance of the satellite from 
the Earth's center. 

Looking at (6) we immediately see that a net rotation 
due to offsets in Ae, A•, and UT1-UTC may be absorbed 
by changing the rotation matrices Ra(-•), //x (-i), and 
Ra(-Uo), because any net rotation may be represented by 
three rotations around the three Eulerian angles •2, i, and 
Uo. However, it is worthwhile to derive the formulas linking 
the changes (A(UT1-UTC), 5Ae, 5A•) in the angles Ae, 
A•, and UT1-UTC with the changes (A•, Ai, AUo) in the 
orbital elements •, i, and Uo. 

Taking into account that Ae and A• as well as 5Ae, 5A•, 
and A(UT1-UTC) are small angles and assuming that the 
precession matrix P only contains small rotation angles (i.e., 
sin o• m o• and cos o• •0 1), we may write 
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/•eop(UT1-UTC + A(UT1-UTC), Ae + 
/•½ -1- (•A½) -- Pteop(UT1-UrC, A{5, 

ß Deop (A (UT 1-UTC), *A•, *Atb ) 

with the rotation matrix Deop' 

1 d12 d13 ) Deop - -d12 1 d23 
-d13 -d23 1 

where 

(9) 

(10) 

d12 - /kO -- 5A•O cos•o (11a) 

d13 = - 5A•O sin •o (1 lb) 

d23 = -- •Ae (1 lc) 

Using (3) and (4) we may replace the change A© in true 
sidereal time in (11a) by a change A(UT1-UTC) in UT1- 
UTC: 

dl2 -- A(•-r•A• cos•o 

= A © ,• -- p A (UT 1-UTC) (12) 

Small changes in the orbital orientation (AFt, ,'hi, Auo), on 
the other hand, may be put into a similar matrix Dorb, 

i!•orb(f• + Af), i + Ai, uo + Auo) - 

Dorb(Aa, Ai, Auo)/r•orb (• , i, 

1 512 513 ) Dorb -- --512 1 (•23 
--513 --523 1 

(13) 

(14) 

where 

and 

5•2 - -Af2-cosiAuo (15a) 

513 -- sin f• Ai - sin i cos f• Auo (15b) 

523 = -cosf•Ai-sinisinf•Auo (15c) 

Comparing the two matrices Deop and Dorb, we easily find 
the relations we were looking for: 

A(UT1-UTC) - -(Af• + cos/Auo)/p (16a) 
•A• -- cosf•Ai + sin/ sinf• Auo (16b) 

•Atbsineo = -sinf•,'hi+sinicosf•Auo (16c) 

or vice versa the inverse operation 

Ai - cosf• •A•-sinf•(•Atb sin•o) (17a) 

Agtani = -singSA•-cosFt(SA•b sineo) 
- tan i p A(UT1-UTC) (17b) 

A uo sin i - sin f2 5Ae + cos f• (SAtb sin co) (17c) 

The above equations show how the ERPs and orbital ele- 
ments are related to each other and makes clear why offsets 
in nutation and UT1-UTC may not be estimated from GPS 
(or SLR) data. VLBI (and LLR) measurements are needed 
to establish these quantities. 

From (16) (or (17)) we easily obtain the formulas for the 
relations between nutation and UT1-UTC rates (or length 

of day (LOD)) and the first time derivatives of the orbital 
elements: 

(UT1-UTC) 

A½ sin •o 

-- -LOD- -(f) + cos/i•o)/p (18a) 
- cos f• } + sin i sin f•/•o (18b) 
= - sin f• • + sin i cos f•/•o (18c) 

where LOD is equal to -(UT1-'UTC) in the absence of leap 
seconds. 

In the Keplerian approximation (two-body problem; bod- 
ies with spherically symmetric mass distribution) the orbital 
elements f•, i, and Uo are integration constants and therefore 
constant in time. This means that there is no problem to es- 
timate nutation rates and UT1-UTC rates (or LOD). This is 
also true if the orbital elements are perturbed, as long as the 
perturbing accelerations can be modeled accurately enough 
over the time interval the rates are estimated for (e.g., for 1- 
3 days). The interaction between perturbations of the satel- 
lite orbits and the nutation rate estimates will be discussed 

in section 4.2. 

In summary, we have shown that it is in principle possi- 
ble to estimate nutation rates (not nutation offsets, however) 
from satellite geodetic data. There is no fundamental differ- 
ence between estimating UT1-UTC rates and nutation rates, 
and there is no mathematical reason therefore to estimate the 

former but not the latter. 

We have to ask two basic questions, however: (1) what is 
the frequency range, where nutation rate estimates derived 
from GPS data may significantly contribute to the estima- 
tion of nutation terms ?; (2) what will be the approximate 
precision of nutation amplitudes estimated from GPS data ? 

In order to answer these questions we examine the basic 
observation equations used to estimate nutation amplitudes 
from (1) VLBI corrections to the a priori nutation model 
(e.g., IAU 1980) and (2) nutation rate corrections using GPS. 
Consider the estimation of the nutation coefficients a• and 
b• of one specific nutation period T - 27r/w from a series 
of nutation corrections Aai (i -- 1, 2,..., n) or nutation 
rate corrections A&i (i -- 1, 2,..., n), where AO•i is either 
a correction in the nutation in obliquity Ae or in longitude 
Atb sin eo (co is the mean obliquity of the ecliptic). We have 

Aai -- a• cos(cot) + b• sin(cot) (19) 
A&i = -a• co sin(co t) + b• co cos(co t) (20) 

The first design matrices Av and AG in the case of nutation 
offsets (VLBI) and rates (GPS), respectively, are then given 

cos(co t•) sin(co t•) 
cos(co t2) sin(co t2) 

Av - . . (21) 

cos(co tn) sin(co 

-co sin(co t•) co cos(co t•) 
-co sin(co t2) co cos(co t2) 

AG - . . (22) 

-co sin(co t n) co cos (co t•) 

by 
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Assuming equal weight for all nutation observations of one 
series, we obtain the normal equation matrices Nv and -No 
as 

-Nv - A•Av = 

Z COS2 (co t•) 

• COS(co t•) sin(co 
• cos(co t•) sin(co t•) 

(23) 

No - A•AG = 

sin2(co tl) -- • cos(co ti) sin(co ti) 
0.; 2 ,• •=• •=• (24) 

- Z cos(co ti) sin(co tl ) Z cøs2 (co t• ) 
i=1 

If we have a large number of observations n and if the pe- 
riod T considered is much smaller than the lengths of the 
observation series Ts = t• - tl >> T and much larger than 
the typical observation sampling interval At << T, we may 
approximate the sums in (23) and (24) by integrals 

i=1 
m n • cos 2(cot) dt 

1 fo 2• n m n• sin 2(cot) dr- • (25) 

sin(co ti) cos(co ti) • 

n • sin(co t) cos(co t) dt - 0 (26) 

After the inversion of the normal equation matrices we ob- 
tain 

-N•I = • 2 0 (27) 
N51 = rico2 (28) 

T/, CO2 

The formal errors of the coefficients aco and bco are therefore 
given by 

Crv(aco) -- Crv(bco) -- CrAc• V / 11,V CrAoz 
crG(aco) -- crG(bco) -- erA& 11,• -- erA& -- 

(29) 

(30) 

or as a function of the period T 

r• T (31) 

where cr/x• and cr/xa are the weighted RMS of the postfit 
residuals of the nutation corrections Aa from VLBI and the 

nutation rate corrections A& from GPS, respectively. 
From (29) we see that all the periods (under the assump- 

tions T << Ts and T >> At mentioned above) may be esti- 

mated with the same formal errors from VLBI nutation se- 

ries, whereas for the GPS rate series the formal errors of the 

coefficients grow linearly with the period T. Let us make 
use of (29) and (31) to compute an estimate of the formal 
errors to be expected in both cases, using actual numbers for 
n and cr given in the literature. In the work by Herring et al. 
[1991] we find n = 798, cr/x• = 0.6 mas for VLBI and this 
paper here gives n = 1281, cr/xa = 0.27 mas/d for GPS. The 
resulting formal errors are 

crv(aco) • 0.030 mas (32) 

cro(aco) • 0.0017T mas (33) 

The approximate value of crv(aco) = 0.03 mas for VLBI am- 
plitude error estimates is too small by a factor of 2 compared 
to the value of 0.06 mas (for Ae and AO sin e0) explicitly 
given by Herring et al. [1991 ]. This is a consequence of the 
fact that the cr/Xc• quoted above for VLBI has been doubled 
(from 0.3 to 0.6 mas) to account for unmodeled systemat- 
ics. In the work by Souchay et al. [1995], for example, the 
weighted RMS of residuals is about 1.2 mas or a factor of 
2 larger than the value obtained by Herring et al. [1991]. 
Charlot et al. [1995] report formal errors crv(aco) between 
0.03 and 0.05 mas and Souchay et al. [1995] mention about 
0.016 mas. The most up-to-date values stemming from 
T.A. Herring (Analysis of the most recent VLBI nutation off- 
set series available at ftp://gemini.gsfc.nasa.gov/pub/solu- 
tions/1083_ aug97/eop_nutation.1083c; private communica- 
tion, 1997) (hereinafter referred to as Herring (private com- 
munication, 1997)) are cr/x• = 0.03 mas (weighted rms) and 
n = 2676 resulting in crv(aco) = 0.008 mas (in agreement 
with the actual formal errors obtained in this solution). It is 
worth mentioning that the VLBI formal errors, without mod- 
eling improvements, will decrease only slowly from now on. 
To reduce the formal errors by a factor V• will require about 
another 13 years of data (VLBI results improved by almost 
a factor of 8 from 1991 to 1997 !). For GPS, under the same 
assumptions, that is, without further improvements to the 
analysis and to the global network, a factor of x• can be 
gained with another 3 years of data or by adding data prior 
to March 1994. In addition, it should be pointed out that the 
GPS orbit quality has improved by a factor of 10 from about 
40 cm in 1992 to 4 cm in the beginning of 1998 [Kouba and 
Mireault, 1998]. 

Figure 1 summarizes the precision of nutation amplitude 
estimates from VLBI and that expected from GPS over pe- 
riods from 3 to 40 days. It indicates that GPS could make a 
useful contribution for periods below 5 to 32 days depend- 
ing on the duration of the GPS data used and the accuracy 
assumed for VLBI. The lower limit corresponds to the cur- 
rent duration of GPS data analyzed and the latest VLBI anal- 
ysis, and the upper limit corresponds to an assumed anal- 
ysis with twice the duration of GPS data and the Charlot 
1995 precision estimate for VLBI. In this paper we will 
adopt 16 days as the period below which we will examine 
the accuracy of the GPS amplitude estimates. The break- 
even point (equal precision for both space techniques) varies 
somewhere between a period of 5 and 20 days. The simple 
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Figure 1. Precision of amplitude estimation from nutation offset corrections (VLBI and LLR) and nuta- 
tion rate corrections (GPS) derived using a simple variance-covariance analysis. 

variance-covariance analysis shows very clearly, that (1) no 
major contributions to nutation theory may be expected from 
GPS with current orbit modeling in the low-frequency do- 
main (T > 16 days); (2) GPS has a good chance to con- 
tribute in the high-frequency range of the nutation spectrum 
(T < 16 days). 

The first conclusion was to be expected because of the dif- 
ficulties of modeling the GPS satellite orbits over more than 
a few days and the degradation with time of the quasi-inertial 
frame realized through the equations of motion of the satel- 
lites. The second statement, however, may be unexpected in 
that, for a long time, the access to the rotation axis of the 
Earth in inertial space was thought to be reserved to VLBI 
and LLR. At periods of several days we may expect very 
precise amplitude estimates from the GPS series. This pic- 
ture is very similar to what we know from the behavior and 
quality of LOD estimates derived from GPS data [Gambis, 
1995]. It is clear that when we approach the periods near to 
the sampling interval (about 5 days in VLBI and 1-3 days 
in GPS), the relationships (29) and (30) will no longer hold. 
The same is in principle true for very long periods, but we 
do not consider such periods here. With a longer time series 
the horizontal line of the VLBI precision in Figure 1 will be 
shifted in parallel toward lower values, whereas for GPS the 
slope of the line will decrease. 

3. GPS Data Analysis 
3.1. Global Data Set 

The GPS data used in this analysis covers a time interval 
of more than 3 years or 1281 days. It starts in April 1994 
(day 112) and ends in November 1997 (day 300). For each 
day in this interval global solutions were computed using 
the latest version of the Bernese GPS Software [Rothacher 
and Mervart, 1996], each solution including three consec- 
utive days of data and overlapping with the preceding and 

the following 3-day solutions (see Figure 2). The reason to 
generate 3-day solutions (and not, e.g., 1-day solutions) is 
the strength gained by having 3-day satellite arcs (only one 
set of initial conditions per satellite for 3 days). The data are 
from the IGS network shown in Figure 3 and comprise ob- 
servations from 40 to about 90 globally distributed sites. It 
can be seen that today the IGS sites are quite homogeneously 
distributed over the globe (with the exception of the gaps 
in Africa and Russia, and the dense clusters in Europe and 
the United States). This polyhedron of sites supplies a very 
strong reference frame for the determination of Earth orien- 
tation parameters. Figure 4 shows the number of sites and 
the number of phase double-difference observations used in 
the 3-day solutions. From the steady increase of both quan- 
tities we may expect an improvement in the quality of the 
estimated nutation (and other) parameters over the 3 years 
considered here. The drastic reduction in the number of ob- 

servations and stations around day 235 in 1997 is due to a 
problem at one of the major operational data centers. The 
lowering of the elevation cutoff angle used in the processing 
from 20 ø to 10 ø in October 1997 resulted in an increase of 
about 25% in the number of observations. 

Instead of having to start from raw data (a very time- 
consuming procedure) the 3-day solutions we use in this pa- 
per could be produced from normal equation systems (only 
containing site coordinates, Earth orientation parameters, 

Day 1 Day2 Day3 
i ..... I ,I I first 3-day solution 

second 3-day solution 

third 3-day solution 

resulting series 

Figure 2. Processing of GPS data at CODE in overlapping 
3-day intervals. 
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Figure 3. Stations of the global IGS network used by the CODE Analysis Center (status of July 1997). 

and geocenter coordinates as unknowns; other parameter 
types were preeliminated from the system at an earlier stage). 
These normal equation systems were saved during the rou- 
tine CODE processing [Rothacher et al., 1997] or during 
one of the two reprocessing efforts in 1996 [Botton et al., 
1997]. The normal equations were generated using a stan- 
dard least squares algorithm. The combination procedures 
are described in detail by Brockmann [1997]. 

3.2. Earth Orientation Parameters 

When saving the normal equation files much emphasis 
was put on having a high temporal resolution for the Earth 
orientation parameters estimated. Therefore offset and rate 
parameters were set up for each 2-hour interval and for each 
of the five components of Earth orientation, namely, the z 
and y pole coordinates, the difference UT1-UTC, and the 
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Figure 4. Number of stations and phase double-difference observations included in the 3-day solutions 
when estimating nutation rates from GPS. 
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nutation corrections 8Ae and 8A• in obliquity and longi- 
tude. Although the subdaily estimation of all five compo- 
nents does not make sense, they were initially set up the 
same way out of convenience. An exception is for all days 
in 1994 (day 112 to day 365), where the binning interval is 
1 day (one offset and rate set up per day). 

Starting from the 2-hour offset and rate estimates saved 
in the normal equation systems, it is possible to produce a 
number of different solution types for the EOPs by either 
using linear transformations between subsequent parameter 
sets or by putting a priori constraints on these parameters. 
Two important features to be mentioned in this context are 
the forcing of continuity at the interval boundaries and the 
reduction of the number of parameters per day. Continuity 
at the interval boundaries was asked for in all the solution 

types discussed below, that is, the EOPs were always rep- 
resented as piecewise linear functions. A reduction of the 
number of parameters, for example, reducing 12 offsets and 
rates per day to only one offset and rate per day or even 
to one offset and rate over the entire 3 days, can easily be 
achieved through linear transformations of the parameters or 
by appropriate a priori constraints put on the parameters. It 
should be mentioned that, although offset parameters were 
set up for all five components, only polar motion (PM), that 
is, the :r and !/pole coordinates, may be determined in an 
absolute sense using GPS data. The first offset of a 3-day 
solution for UT1-UTC, Ae, and A•b was therefore always 
constrained to the a priori value (obtained from VLBI). 

Three major 3-day solution series, in the following called 
N3, N1, and S3, were generated for either the entire time 
period of 3.5 years or for all days since January 1, 1995. Ta- 
ble 1 gives a summary of the most important characteristics 
of these nutation series estimated from GPS data. 

Before discussing why these series were produced, it is 
essential to know which a priori models were underlying 
the estimation of the EOP parameters. In the case of nu- 
tation the IAU 1980 nutation model [McCarthy, 1996; Sei- 
deltaann, 1982; Wahr, 1981] was used as an a priori model 
for all series and all days. Consequently, all nutation rate 
estimates Ai and AO are corrections to the IAU 1980 The- 
ory of Nutation. Regarding polar motion and UT, the diurnal 
and semidiurnal tidal variations of the Earth's rotation were 

corrected for according to the tidal model given in the IERS 
Convenuons 1996 [McCarthy, 1996; Ray et ai., 1994] Ior all 
solutions from June 30 (day 182) of 1996 onward. This im- 

Table 1. Characterization of the Nutation Series N3 (3-Day 
Nutation Rates), N1 (1-Day Nutation Rates), and S3 (3-Day 
Nutation Rates Plus Subdaily PM and UT1-UTC) Estimated 
From GPS Data (3-Day Solutions) 

Number Interval, hours 

Series Time Interval of Days PM, UT Nutation 

N3 112/1994-300/1997 1281 72 72 

N1 112/1994-300/1997 1281 72 24 
S3 002/1995-300/1997 1030 2 72 

plies that prior to day 182 of 1996, with the exception of the 
period from day 002-125 in 1995 (which was reprocessed 
only recently), all solutions of the series N3 and N1 suffer 
from incomplete modeling of polar motion and UT1 in the 
subdaily regime (more details about the relations between 
nutation and subdaily polar motion and UT1 are given by 
Sovers et al. [1993]). For this reason (subdaily variations 
are not accounted for in series N3 and N 1) the series S3 was 
generated, where polar motion and UT were determined on 
a 2-hour basis. To avoid singularities, retrograde diurnal po- 
lar motion was suppressed using corresponding constraints 
on the 2-hour polar motion offset and rate parameters. The 
particular aspect of the series N1 is the higher resolution of 
the nutation rate estimates (1 day instead of 3), which avoids 
the smoothing effect to be expected from 3-day solutions. 

3.3. Orbit Model and Parameters 

The fact that most of the solutions presented here are 
based on the routine products of CODE may explain the 
inhomogeneity of the series from the point of view of or- 
bit modeling and parameterization. In order to improve the 
routine solutions and products, a continuing development 
of software and strategies is necessary. With such changes 
CODE tries to maintain a high-quality level for the "routine" 
products. The time series of solutions, however, become in- 
homogeneous and difficult to interpret due to such modifica- 
tions. Unl'ortunately, it is not feasible yet to reprotess a few 
years of data "from scratch" each time a major modification 
is made, due to the amount of data involved. In this section 

we focus on the aspects of orbit modeling that are relevant 
to understanding our nutation series. 

In general, the orbit of each satellite over 3 days was 
represented by one set of initial conditions (position and 
velocity vector at the start of the interval), by one set of 
radiation pressure parameters (more details will be given 
below), and by pseudo-stochastic pulses (small changes in 
the satellite's velocity) [Beutler et al., 1996b]. Such pulses 
were introduced in the along-track and radial direction every 
12 hours, that is, 5 times in a 3-day interval. They were con- 
strained (to zero) with an a priori variance of (10 -s m/s) 2 
and (10 -s m/s) 2 for the along-track and radial component, 
respectively. Before January 1995, pseudo-stochastic pulses 
were set up for eclipsing satellites only, and thereafter for 
all satellites. For satellites that were difficult to model on 

specific days (even with the estimation of pseudo-stochastic 
pulses), the 3-day arc was split up at the day boundaries into 
2 or even 3 arcs by estimating additional sets of initial con- 
ditions and radiation pressure parameters. 

The radiation pressure model in use at CODE in its gen- 
eral form is defined by Beutler et al. [1994b]: 

arpr = aROCK + D(u)eD + Y(u)ey + X(u)ex (34) 

where 

= aoo + aoc cos(u) + aos sin(u) 
= a¾o + ave cos(u) + a¾$ sin(u) 
= axo + axe cos(u) + axs sin(u) 

(35) 
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and where arpr denotes the total acceleration due to solar 
radiation pressure, a}•oc•: the acceleration according to the 
ROCK4/42 models [Fliegel et al., 1992]. Variables er) and 
e¾ are unit vectors in the direction Sun-satellite and in the 
direction of the solar panel axis, and ex forms a right-hand 
system with er• and ey. Variable u is the argument of lat- 
itude of the satellite and ado, a¾o, axo, aDO ..... ax$ 
are the nine parameters of the model. The coefficients aDO 
and a¾o are the two parameters of the so-called "classi- 
cal" model: the direct radiation pressure coefficient and the 
Y bias. 

Whereas only the two classical radiation pressure param- 
eters were determined until day 273, 1996, after this date the 
number of parameters was increased to five: the three con- 
stant terms (aDO, a¾o, and axo) and the periodic terms in 
X direction (axc and ax$). We will refer to these two or- 
bit models as the "old" and the "new" orbit model in the fol- 

lowing. To estimate even more of the nine parameters would 
lead to high correlations between some of these parameters 
and the EOPs (in particular, UT1-UTC and nutation rates 
and the geocenter coordinates; see section 4.2). The selec- 
tion of these very five parameters was mainly based on an 
optimization of the quality of the orbits and the quality of 
the UT1-UTC rate estimates [Springer et al., 1996, 1998]. 
The quality of the nutation rate estimates was not a criterion 
at this point in time. 

To complete the description of the orbit modeling, let us 
mention that small changes in the force field (e.g., improved 
Earth tide model, use of the Jet Propulsion Laboratory (JPL) 
Planetary Ephemeris DE200, etc.) took place in July and 
October 1996 (see Rothacher et al. [ 1997] for more details). 
In particular, ocean tide forces on the satellites have been 
implemented on day 273, 1996, according to the CSR 3.0 
ocean tide height model [McCarthy, 1996]. From what we 
know about the behavior of the UT1-UTC rates, we may ex- 
pect that these modifications mainly result in a change of the 
(more or less) constant bias in the nutation rates and thus 
only affect the long-term variations not accessible to GPS 
anyway. An exception might be ocean tide model errors in 
the orbits. The size of such orbit errors might be of the order 
of 1 mm for GPS satellites [McCarthy, 1996]. However, due 
to the fact that the nutation rate estimates are average values 
over 3 days (N3 and S3) or one day (N1), biases in the orbits 
with periods around 1 day will be reduced to almost zero in 
the 3-day nutation rates and by about 30% in the 1-day nu- 
tation rates (see dashed line in Figure 9, section 5.2, with a 
ratio of 0.3 and 1.0, respectively, between period and esti- 
mation interval). A further reduction of, possibly, up to • 
could result from the six orbital planes present in the GPS, so 
that no significant biases in the nutation rate estimates may 
be expected from this error source. 

The major improvements in the orbit quality were cer- 
tainly achieved by allowing for pseudo-stochastic pulses for 
all satellites and by the switch to five radiation pressure pa- 
rameters. The effect of these changes on the nutation esti- 
mates will be discussed in section 5. 

3.4. Other Parameters Estimated 

Together with the EOPs and orbit parameters discussed in 
the last two sections, other parameter types were estimated 
simultaneously: site coordinates, site-specific troposphere 
zenith delays, initial phase ambiguities, geocenter coordi- 
nates, and satellite antenna offsets. These parameters were 
treated in exactly the same way in all of the three series N3, 
N1, and S3. 

Site coordinates were set up for all sites. The global ref- 
erence frame was realized by heavily constraining 12 well- 
distributed sites to their International Terrestrial Reference 

Frame 1994 (ITRF94) coordinates (converting the coordi- 
nates to the actual epoch using the ITRF94 velocities [Bou- 
cher et al., 1996]. The other sites were freely estimated. The 
site displacements due to solid Earth tides were modeled ac- 
cording to the IERS Conventions 1996 [McCarthy, 1996], 
but ocean loading was not corrected for. Because the nuta- 
tion rates were estimated over a time interval of at least one 

full day and because the ocean tides are largely radial, the 
unmodeled ocean loading effects should not affect the nuta- 
tion rates too much, especially with the good global distribu- 
tion of sites. Herring and Dong [ 1994] discuss the effects of 
tides on VLBI solutions; Watkins and Eanes [1994] discuss 
those on SLR solutions. 

For every 6-hour interval a troposphere zenith delay pa- 
rameter was determined for each site. The mapping function 
derived by Saastamoinen [1971] was used to map the zenith 
delays to the actual satellite elevation angle. 

Since January 1995, 80-90% of the initial phase ambi- 
guities were resolved to integer numbers for all baselines 
shorter than 2000 km using a strategy called Quasi Ion- 
osphere-Free described by Mervart [1995]. For baselines 
longer than 2000 km, no ambiguity resolution was perform- 
ed. On the average about 50% of the total number of ambi- 
guities could be resolved. 

4. Correlation Between EOPs and Orbit 

Parameters 

4.1. Correlation Between EOPs 

When aiming at an almost instantaneous estimation of 
EOPs, at the most three independent Earth rotation param- 
eters may be estimated, namely, the three Eulerian angles 
defining the net transformation matrix between the inertial 
and the Earth-fixed reference frame. When estimating more 
parameters (e.g., polar motion in a: and 
and AO) these parameters will be linearly dependent or 
highly correlated. Uniqueness is achieved by forbidding pro- 
grade diurnal terms in nutation and retrograde diurnal terms 
in polar motion. In practice the correlations actually occur- 
ring between the five EOPs depend mainly on the binning in- 
tervals used. Table 2 lists the correlations between the EOPs 

we have set up for the main solution type N3 (see Table 1). 
Most of the parameter types are almost uncorrelated. Signif- 
icant correlations exist, on the other hand, between the nuta- 
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Table 2. Correlations Between the EOPs Estimated in a 3- 

Day Solution of Type N3 

Parameter :b •t !) UT12UTC A• A½ 

z -0.04 -0.11 0.04 0.01 0.01 -0.06 
zb 0.01 -0.04 -0.03 -0.06 0.03 

1/ -0.03 -0.02 0.04 0.01 
!) . . 0.04 -0.01 -0.03 

UT1-UTC . 0.35 -0.39 
A• -0.30 

tion rates and the UT1-UTC rate. The simultaneous estima- 

tion of the above parameters is therefore not really critical. 
The picture is almost the same when looking at solution type 
N1, but the highest correlations drop to about 0.25 (due to 
the higher time resolution of the nutation rate estimates). For 
solution S3 the correlations between nutation rates and UT1- 

UTC rate are almost zero. The estimation of subdaily polar 
motion and LOD gives rise to periodically changing correla- 
tions during the day between the 2-hour pole values and the 
nutation rate parameters with amplitudes between 0.5 and 
0.8 indicating that, in general, even when suppressing the 
retrograde diurnal terms, polar motion with subdaily reso- 
lution should not be estimated together with nutation rates. 
The formal errors of the nutation rate estimates grow consid- 
erably for solution type N1 and S3 compared to solution N3 
as we will see in section 5. 

4.2. Correlation Between Orbit Parameters and ERPs 

We now examine equations (18) more closely, because 
they are crucial for the understanding of correlations be- 
tween the EOPs and orbital parameters. According to (18a), 
the LOD estimates are related to changes in the orbital nodes 
and changes of the argument of latitude u0. A drift in the 
node f•, common to all satellites (e.g., produced by a slightly 
wrong Earth potential coefficient C'20), will directly propa- 
gate into the LOD estimates. This is also the case for a com- 
mon drift in u0, because the inclination i is almost the same 
for all GPS satellites. The larger the inclination of the orbits 
are, the less LOD values are affected by drifts in u0. The 
worst case, indeed, results for satellite orbits with an incli- 
nation near zero degrees, because all along-track errors and 
errors in the nodes would directly propagate into the LOD 
series. For GPS satellites with i • 55 ø drifts in •t0 propagate 
into LOD with the factor cos i m 0.157 (0.42 for the Global 
Navigation Satellite System (GLONASS) with i m t55ø). In 
view of the known fact that the along-track component is 
the most difficult to model, we may expect a considerable 
impact of unmodeled drifts in u0 on the LOD estimates. 

For the estimation of the nutation rates A• and A½, chang- 
es in u0 from unmodeled perturbation forces are even more 
critical (sin i ,• 0.82), but part of the effect may average 
out because of the different node values for different orbital 

planes. The nutation rates are affected in a similar way by 
changes of the orbit inclination i (see (18b) and (18c)). 

We thus see that all perturbing accelerations leading to 
temporal changes of the orbital elements f•, i, and u0 are of 
crucial importance when estimating nutation rates and LOD. 
Those dynamical orbit parameters (parameters of the force 
field), that have an impact on the orientation of the orbital 
plane, are therefore expected to be strongly correlated (ac- 
cording to (18)) with nutation rate estimates. First-order per- 
turbation theory in the Keplerian elements [see, e.g., Beut- 
let, 1991], simplified for the case of almost circular orbits 
(e ,• 0), links the time derivatives of the Keplerian elements 
with the perturbing accelerations (R, $, W), where/t, $, 
and W are the radial, the tangential, and the out-of-plane 
components of the perturbing acceleration. The resulting 
(simplified) equations for the semimajor axis a, the eccen- 
tricity e, the inclination i, the ascending node f•, and the 
argument of latitude u0 at epoch to are 

2 
rk = - $ (36a) 

1 
• = (sin u/t + 2 cos u S) (36b) 

• = cosu W (36c) 

• = sin• W (36d) 
r• a sin i 

2 3r• 
z/0 = /t-cos/•+ -(t-t0)rk (36e) 

where r• is the mean motion of the satellite. 

By substituting (36) into (18) we get relationships be- 
tween the acceleration components/t, S, W, and the nu- 
tation rates. Starting from such equations, it is possible to 
compute (by numerical or analytical integration) the net ef- 
fect of an arbitrary unmodeled perturbing acceleration on the 
nutation rate estimates. Changes in f• and i, for example, are 
(according to (36c) and (36d)) uniquely produced by unmod- 
eled accelerations in the out-of-plane direction W, whereas 
(see (36e)) all three acceleration components/t, $, and W 
contribute to changes in u0 and thus to biases in the nutation 
estimates. 

The most critical part of the force model for GPS satellites 
is the acceleration caused by solar radiation pressure. When 
we express the perturbation due to radiation pressure param- 
eters in the tISW frame, we may compute the net effect 
of the radiation pressure parameters on the orbital elements 
and, consequently, on the nutation rates. Such an analysis 
was performed by Rothacher et al. [1995] for the direct ra- 
diation pressure parameter at)0 and the Y bias ay0 (see (34) 
and (35)), and it might be extended to comprise the other 
estimated radiation pressure parameters in (35). The results 
of such an analysis clearly show that the dominant effects to 
be expected from radiation pressure are either short-period 
perturbations (with the revolution period of the satellites) or 
long-term variations with typically annual and semiannual 
periods (orientation of the orbital planes relative to the di- 
rection to the Sun). Both types of variations are, fortunately, 
not critical for the nutation periods between a few days and 
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about 16 days that are accessible to GPS with a reasonable 
accuracy. Large systematic effects in the nutation rates are 
to be expected at long periods, especially at semiannual and 
annual periods. 

As we will see from the formal errors of the estimated nu- 

tation rates in the next section, a significant correlation exists 
between the radiation pressure parameter axo and the nuta- 
tion rates. This means that the nutation estimates after day 
273, 1996, where we started to estimate axo (and periodic 
terms in the X direction), are less precisely determined on 
the one hand, but systematic biases due to orbit modeling 
problems may be considerably reduced on the other hand. 
The orbit model quality is definitely the limiting factor in 
the determination of nutation rates from GPS. A major ad- 
vantage of VLBI is that its inertial coordinate frame is much 

better defined by the almost stationary quasars. But even for 
VLB! there can be motions of the brightest point in some 
quasars [see, e.g., Barrel et al., 1986]. 

5. Analysis of the Nutation Rate Series 
5.1. Nutation Rate Series From GPS 

The three nutation rate series, obtained from processing 
of the global GPS data as defined in Table 1, are shown in 
Figure 5. They are the starting point for the estimation of nu- 
tation amplitudes. In all three series we see nutation rate cor- 
rections with respect to the IAU 1980 model of up to about 
1 mas/d. Comparing the IAU 1980 nutation theory (IAU80) 
to more recent and improved models (e.g., the model de- 
fined in the IERS Conventions 1996 (IERS96) [McCarthy, 
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Time in Years 
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Figure 5. Nutation rates estimated from GPS data between day 112/1994 and day 300/1997 for the three 
solution types defined in Table 1 (circles, N3; triangles, N1; crosses, S3). Solutions N1 and S3 are offset 
by +2 mas/d and +4 mas/d, respectively. (a) Rate estimates in Ae and (b) rate estimates in A• sin co. 
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Figure 6. A posteriori formal errors of the nutation rates estimated from GPS data from day 112/1994 
to day 300/1997 for the three solution types defined in Table 1 (circles, N3' triangles, NI' crosses, S3). 
(a) Formal errors of rate estimates in Ae and (b) formal errors of rate estimates in A 0 sin co. 

1996]), the differences in the nutation rates are expected to 
be of the order of 0.25 mas/d over the time interval consid- 

ered here. This indicates that the GPS series exhibit a noise 

level which is quite large compared to the expected signal. 
The N3 series shows the smallest scatter of the three series, 
smaller than the N1 series due to the estimation of only one 
nutation rate over 3 days in N3. The scatter of the series S3 
is increased because of correlations with the subdaily ERP 
estimates. Some systematic features (e.g., around the begin- 
ning of 1997) are visible in all three series and are probably 
due to orbit modeling deficiencies, although a coincidence 
with, for example, eclipse seasons could not be found. The 
presence of semiannual variations is evident in the obliquity 
component of the N3 series. Figure 6 gives an impression of 
the a posteriori formal errors of the nutation rate estimates 
coming from the global least squares adjustments. Quite a 

few interesting features are visible in these figures: (1) there 
is a significant decrease in the formal errors at the beginning 
of 1995 due to ambiguity fixing after January 2, 1995 (re- 
processing); (2) the change of the orbit model in October 
1996 caused the formal errors to grow (by a factor of about 
2-3 for solution type N3; chi-square per degree of freedom 
decreases from 1.8 to 1.1), a clear evidence for correlations 
between the newly added orbit parameters and the nutation 
rate estimates. A degradation of the quality of the nutation 
series might be the consequence after this date; (3) before 
the orbit model change, the series N3 and N 1 differ by about 
a factor of 3 in the formal errors. This is in good agree- 
ment with the factor 3.3 expected from theory when esti- 
mating three rates (solution N1) instead of one (solution N3) 
over an interval of 3 days. After the orbit model change the 
formal errors are dominated by the effects of correlations 
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with orbital parameters; (4) the formal errors of the S3 series 
are much higher than those of the N3 series and show large 
variations in longitude also during the period where the old, 
"classical" orbit model was used. The simultaneous estima- 

tion of subdaily ERPs, although possible in principle, should 
be avoided. This solution type was computed only, because 
no model for subdaily polar motion and LOD variations was 
used for a considerable part of the entire series. 

The use of 3-day solutions has a considerable effect on the 
formal errors of the nutation rate parameters: rates estimated 
from only one day of data (instead of three) will formally be 
less accurately determined by a factor of 5.1 (decrease of the 
formal rate errors with AT -a/2, where AT is the estima- 
tion interval). The estimation of only one rate over 3 days 
leads, however, to a smoothing at short periods that we will 
be looking at in more detail below. 

As an illustration, we include Figure 7 with the complete 
amplitude spectra for both nutation components, Ae and 
A 0 sin •0, generated from the rate estimates of the N3 se- 
ries. The rate amplitudes are corrections with respect to the 
IAU 1980 model. The actual nutation amplitude asr' at pe- 
riod T may be computed from the rate amplitude grate given 
in Figure 7 by 

T 
G T -- {grate (37) 

27r 

This relation implies that the actual amplitudes are rapidly 
growing in size with the length of the period. This has to be 
expected when looking at a spectrum of rate and not offset 
estimates. The prominent semiannual peak in the spectra has 
an actual amplitude of about 4 mas and is a consequence of 
the correlation between solar radiation pressure parameters 
(which also show variations with semiannual and annual pe- 
riods) and the nutation parameters. The interesting part of 
the spectrum starts below periods of about 20 days. To give 
a first impression of the type of signal contained in the GPS 
rate series this section of the spectrum is shown in Figure 8a. 
To produce this figure the spectrum has been converted from 
rate amplitudes to amplitudes according to (37) and from 
Ae and A 0 sin e0 to amplitudes a + and a- of circular nu- 
tation according to (40) (defined in the next section). It is 
compared to the spectrum (shown in Figure 8b) to be ex- 
pected from the differences between the a priori model used 
(IAU80) and the improved IERS96 model. In principle, the 
spectral lines in Figure 8b would be delta functions, but the 
spectrum has been produced from 1-day values (same sam- 
pling as N3 series) resulting in peaks with finite bandwidth. 
Many of the deficiencies of the IAU 1980 theory shown in 
Figure 8b (e.g., for the 13.66-day prograde and the 5.64- 
day retrograde term), that were discovered by VLBI about 
a decade ago, are clearly seen by GPS as well. At high fro- 
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Figure 7. Amplitude spectra generated from series N3 of nutation rates. To obtain the actual nutation 
amplitudes, the rate amplitudes in mas/d have to be multiplied by the factor period/(27r). The spectrum 
shows the corrections relative to the IAU 1980 theory, which was used as an a priori model. (a) Spectrum 
of nutation rates in Ae and (b) spectrum of nutation rates in AO sin e0. 
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Figure 8. Spectrum of circular nutation amplitudes (see (40)) at low periods generated from (a) the N3 
series of GPS nutation rates relative to the IAU80 model, converted to actual nutation amplitudes using 
(37), and (b) the differences between the IERS96 and the IAU80 model. The dashed lines indicate the 
1 o' uncertainties of the amplitudes as expected according to (33) (and (40)). 

quencies the major deficiencies in the IAU80 model are a 
result of the truncation of the coefficients to 0.1 mas. There 

are some spectral lines in Figure 8a that are not present in 
Figure 8b and these will be discussed later. 

The dashed lines in Figures 8 give the expected l rr un- 
certainties of the amplitude estimation according to the re- 
lationship (33) (divided by a factor of 2 to account for the 
conversion to circular components of nutation) and indicate 
what nutation signal should be detectable with GPS. 

5.2. Estimation of Nutation Amplitudes 

To avoid problems caused by the truncation of the IAU 
1980 series, the rate values according to the IAU 1980 the- 
ory were added to the rate corrections (with respect to the 
IAU 1980 model) estimated from GPS to obtain a series of 
total nutation rates. The more accurate IERS 1996 (IERS96) 
nutation model including the planetary nutation terms [Mc- 
Carthy, 1996] was then used as a reference model. Nutation 
corrections were estimated for a number r• of selected peri- 
ods relative to this reference model. The correction •SA• and 

•SAO in the nutation angles were thereby represented by 

tSAr(t) -- Z (rS•.j cos0j(t) + rS•ij sin0•(t)) (38a) 
j:l 

SAC(t) - Z (5½rjsinOj(t)+ 5½ijcosOj(t)) (38b) 
j=l 

with 0• denoting a combination of the fundamental nutation 
arguments, namely, 

5 

0• - • N o F• 
i:1 

(39) 

where Nii are integer multipliers of the fundamental ar- 
guments Fi E {/, 1 •, F, D, f•}, also called Delaunay vari- 
ables, and the angular frequency of the term j is given by 
• := dO•/dr. 

An alternative representation uses the circular compo- 
nents of nutation %+•., a,..•, a , and aij , which are related 
to the nutation coefficients in obliquity and longitude by 

a• : -(Semi + 5½•j sin eo)/2 (40a) 
%-• : -(cSe•j - c5½•j sineo)/2 (40b) 

a/• = -(&iS - •5½i5 sin•o)/2 (40c) 
ai• = +(Seij + 5•ij sin Co)/2 (40d) 

We follow the conventions adopted by Herring et al. [ 1991 ]. 
More details about the interpretation of the circular nutation 
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components may be found there. We will make use of the 
circular nutation components in the result section. 

The determination of the coefficients &rj, (5eij, (5•brj, and 
6•i./was performed using a least squares algorithm accord- 
ing to the basic formulas (equation (20) and following) de- 
veloped in section 2 introducing the rate estimates from the 
GPS analysis as pseudo-observations. In this procedure the 
rate observations may or may not be weighted according to 
the formal errors of Figure 6. The corresponding results will 
be called weighted and unweighted. It also proved to be im- 
portant to allow for an offset and drift over the entire nutation 
rate series, that is, to estimate a nutation drift and drift rate 
to remove long-term variations. 

The set of nutation periods for which we decided to es- 
timate coefficients was selected according to the following 
criteria: (1) the period has to be smaller than 16 days ac- 
cording to the conclusions drawn in section 2 (see Figure 1); 
(2) the amplitude of the term given by the IERS96 model 
should be larger than the expected formal error in Figure 1; 
(3) the periods of two estimated terms should be sufficiently 
separated to avoid significant correlations between the coef- 
ficients. The term with the larger amplitude is chosen, if two 
or more periods are too close to each other. 

Criterion (3) is met by requiring that the phases of the 
two neighboring periods To and To + AT differ by at least 
27r after a time interval equal to the length Ts of the series 
considered, or 

2•r 2•r 

•oo Ts- To + AT Ts _> 27r (41) 
and thus in first-order approximation, 

AT > T• (42) 

Our time series have a length of T, = 1281 days and, ac- 

cording to (42), periods around 5 days have to differ by 
AT • 0.02 day, periods around 15 days by AT • 0.18 day. 
The set of 34 nutation periods resulting from the above con- 
siderations is listed in Table 4 together with the multipliers 

One more effect should be considered when estimating 
corrections to nutation terms from rate (or offset) pseudo- 
observations. Let us assume that we estimate rate parameters 
(GPS) or offset parameters (VLBI) with a time resolution of 
r days from the original data (e.g., one rate estimate over 
r --- 3 days for solution N3). In a second step we then use 
these estimated rate values (GPS) or offset values (VLBI) 
to determine nutation amplitudes. What happens if the nu- 
tation period T of interest is not much larger than the time 
interval r ? It is clear that the nutation signal with a period 
T and an amplitude A originally present in the observations 
will be damped and we will only recover a fraction of the 
original amplitude. Figure 9 shows the fraction of the origi- 
nal amplitude we recover as a function of the ratio TIt. In 
the case of the GPS series N3 with rate values with a time 

resolution of r = 3 days, the nutation amplitudes estimated 
at a period T of, for example, 6 days (ratio TIt -- 2) will 
be underestimated by about 25%. Even at periods of about 
13 days, a systematic reduction of about 5% of the estimated 
amplitudes compared to the actual amplitudes still occurs. 
For solution type N1 with a 1-day resolution the situation is 
more [avorable and we reach the 5% reduction level already 
for periods above 4 days. From Figure 9 we also learn that 
the situation is worse, if we are working with nutation offsets 
to estimate amplitudes. For VLBI offset estimates stemming 
from experiments of typically 24 hours the attenuation is at 
a level of 10% for periods around 4 days (amplitude loss for 
VLBI at high frequencies is also discussed by Herring and 
Dong [ 1994]). There is no shift in phase to be expected from 
this smoothing mechanism. 
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Figure 9. Fraction of the amplitude of the original nutation signal recovered as a function of the ratio be- 
tween the nutation period T considered and the time resolution r of the rate (GPS) or offset (VLBI) values 
determined from the original data. Solid line, amplitude estimated from offsets; dashed line, amplitude 
estimated from drifts. 
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Figure 10. Differences in the estimated nutation coefficients (according to Table 4) due to a change of the 
a priori nutation model from IERS96 to SKV972. The solutions were produced from the N3 series without 
weighting the rate values. The shaded area gives the GPS 1 rr uncertainties of the estimates. Dashed line, 
approximate precision expected according to (33), section 2; solid line, 1 a error band; circles, A• sin •0 
sine terms; squares, A• sin •0 cosine terms; diamonds, A• sine terms; triangles,/X• cosine terms. 

The curves depicted in Figure 9 have been computed us- 
ing simulation techniques. An analytical approach leads to 
transcendental equations in the case of rate estimates. It is 
interesting to note that Figure 9 also helps to interpret re- 
sults where the signal period is equal to or smaller than the 
time resolution of the pseudo-observations. Unmodeled di- 
urnal UT1 variations, as an example, will bias daily LOD 
estimates with about 30% of their original amplitude (ratio 
T/r = 1). The effect of semidiurnal variations will propa- 
gate with approximately 10% into daily estimates. A variety 
of other aliasing mechanisms may be looked at in this way. 
The values given in Figure 9 could be used to correct ampli- 
tudes for the smoothing effect. 

It is clear that the damping effects can easily be avoided 
if the nutation amplitude corrections are estimated directly 
from the original (GPS or VLBI) observations. This ap- 
proach has been followed by, for example, Herring et al. 

ods have an impact on amplitude estimates at nearby periods. 
Obviously, the IAU 1980 model is a bad candidate for an a 
priori model among other reasons because of the truncation 
of the coefficients to 0.1 mas and the neglect of terms with 
amplitudes below 0.05 mas. To assess the size of variations 
in the estimated amplitudes caused by a change of the a pri- 
ori model, two identical solutions were performed, the only 
difference being the a priori models introduced, namely, the 
IERS96 model and the SKV972 model. The SKV972 model 

was determined using an analysis similar to that used for 
the IERS96 model but with the latest VLBI nutation offsets 

from Goddard Space Flight Center (GSFC) (Herring, private 
communication, 1997) (VBLI data from 1979 to mid 1997), 
and the latest Souchay and Kinoshita [1997] rigid-Earth nu- 
tation series. The differences in the estimated coefficients 

•rj, •ij, &rS, and &ii between the two GPS solutions 
for all periods listed in Table 4 are shown in Figure 10 to- 

[1991] when estimating nutation corrections from VLBI data. gether with the corresponding GPS l a errors of the estimates 
Because, internally, we have set up the nutation parame- 
ters with a 2-hour resolution, coefficients of nutation periods 
could be estimated directly from the 2-hour parameters by 
means of a linear transformation between the nutation rate 

parameters and the nutation amplitude coefficients. We plan 
to perform such an analysis in the future. 

Nutation coefficients were determined using the proce- 
dure discussed above based on all three nutation series (N3, 
N1, and S3) for comparisons. Some solutions were also pro- 
duced by weighting the rate pseudo-observations. 

6. Results 

6.1. Influence of the a Priori Model 

We examine first the influence of the a priori nutation 
model on the estimation of nutation coefficients. Since only 
a limited number of nutation terms may be estimated, many 
terms are taken over from the a priori model without further 
improvement. The amplitude values adopted at these peri- 

(shaded area). The dashed line in Figure 10 represents the 
estimated precision of the amplitude estimates according to 
(33). The formal errors from the actual least squares adjust- 
ment are very well represented by a linear growth of the er- 
rors with the period. Deviations of the actual error bars from 
the dashed line indicate that neighboring periods are slightly 
correlated. The error bars of A• and A• sin •0 are almost 
identical. 

For all periods the differences in the estimated nutation 
coefficients are of the order of only a few microarcseconds 
(/zas) and much smaller than the a posteriori errors of the 
coefficients resulting from the least squares adjustment. For 
all the results to follow we used the IERS96 model as a priori 
information. 

Estimating semiannual and annual amplitudes in addition 
to the set of periods given in Table 4 in order to remove exist- 
ing long-term variations led to changes of a few microarcsec- 
onds at the most in the nutation coefficients (at the "longer" 
periods between 10 and 16 days). 
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6.2. Influence of the Orbit Model and Rate Weighting 

To study the impact of the orbit model on the nutation re- 
sults, that part of the N3 series based uniquely on the new 
orbit model (day 273/1996 to day 300/1997) was analyzed 
separately and compared to the results using an equally long 
time period of the same series based on the old orbit model 
(244/1995 - 272/1996). For these much shorter series of only 
394 days each, nutation coefficients were set up for a re- 
duced set of 22 periods. These periods are flagged with an 
asterisk in Table 4. 

The a posteriori RMS scatter of the nutation rate residuals 
for the two series is 0.25 mas/d and 0.28 mas/d, respectively. 
The difference between the two values is much smaller than 

the factor of 2-3 expected according to the formal errors of 
the rate estimates before and after the orbit model change 
(see Figure 6). This gives an indication that the formal er- 
rors of the rate values from the GPS data analysis are ob- 
viously not representative of the actual rate quality. This is 
confirmed by the circumstance, that annual and semiannual 
amplitude corrections (if also estimated as a diagnostic tool 
for orbit quality) are larger by a factor of 2-3 for the old 

orbit model than for the new one, much larger than the cor- 
responding uncertainties. Using the formal errors to weight 
the rate values is therefore questionable and the RMS scat- 
ter derived from this orbit test might be a better measure. 
The two nutation components A• and A• sin •o contribute 
to the total RMS scatter with 0.20 and 0.26 mas/d, respec- 
tively, in the case of the old and with 0.29 and 0.24 mas/d in 
the case of the new orbit representation. Whereas the qual- 
ity of the rates in obliquity suffer considerably from the new 
orbit model, the quality in longitude even seems to improve 
slightly. 

Figure 11 shows the estimated nutation corrections rela- 
tive to the IERS96 model for the two, short time series. They 
confirm that, although the formal errors are slightly larger 
for the new orbit model, the estimated coefficients are of the 

same quality for both orbit types, another reason to question 
the adequacy of the formal rate errors as a quality measure. 

Both 394-day series already show a good agreement with 
the IERS96 theory of nutation (between 0 and 20 pas for 
short periods, below 100 pas for the longer periods). Only 
a few points are outside the 2or confidence interval. When 
forming the differences between the two sets of coefficients, 
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Figure 11. Nutation corrections relative to the IERS96 model for 22 periods estimated from a rate series 
of 394 days based on (a) the old orbit model and an equally long series based on (b) the new orbit model. 
Both series are parts of the N3 series. The shaded areas represent the 2or error limits (95% confidence 
interval). Symbols as in Figure 10. Solid line, 2or error band. 
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these differences are again within their 2o- confidence inter- 
val (which is • larger than for the individual sets). One 
discrepancy needs to be mentioned, however. If we com- 
pute the circular nutation components according to (40), we 
see that the term a•- for the 10.08-day period differs from 
the IERS96 value by 4 times its uncertainty. This only hap- 
pens in the case of the old orbit model, whereas the corre- 
sponding result for the new orbit model does not show such 
an anomaly. Later we will see the same discrepancy in the 
analysis of the full N3 series, too. 

The above results clearly show that, in general, nutation 
corrections of similar quality can be obtained with both or- 
bit models. It is therefore not appropriate to use the rate 
uncertainties from the GPS analysis, which differ by a fac- 
tor of 2-3 between the orbit models, to weight the rate es- 
timates. Nevertheless, we computed a solution introducing 
the inverse of the squares of the formal errors as weights 
into the least squares procedure. As a result the ampli- 
tude differences compared to the IERS96 model increase. 
The deweighting of all results before January 1995 and af- 
ter September 1996 has an effect comparable to a consider- 
able shortening of the series. Stronger correlations between 
neighboring periods is also a consequence. The solutions to 
be presented next, making use of the full series N3, N1, and 
S3, were therefore generated without weighting the nutation 
rates. 

6.3. Nutation Coefficients From the Series N3, N1, and 
S3 

The set of 34 terms (136 coefficients) listed in Table 4 
was determined from each of the three nutation rate series 

N3, N1, and S3. The corresponding RMS scatters of the 
postfit residuals are put together in Table 3. As expected 
from the formal errors of the rate estimates in Figure 6, the 
residuals are larger for solution types N 1 and S3 than for N3, 
although the difference is not as pronounced as in Figure 6. 
We can infer that there is a considerable gain in quality when 
computing nutation rates from 3-day solutions instead of 1- 
day solutions. The higher noise level of series S3 is a con- 
sequence of the larger number of ERPs (2-hour resolution) 
and the higher correlations of these parameters with nutation 
rates. The noise level of the N3 rates with 0.27 mas/d is very 
similar to that of the UT1-UTC rates of about 20 ps/d es- 
timated for these type of 3-day solutions. This shows that 
rates in UT1-UTC and in nutation can be determined with 

comparable quality. 

Table 3. RMS of the Postfit Residuals of the Nutation Rates 
for the Three Series Defined in Table 1 

Series Number RMS in/Xe, RMS in/X•/) sin 
of Days mas/d mas/d 

N3 1281 0.26 0.27 
N1 1281 0.41 0.42 

S3 1030 0.41 0.40 

The estimated nutation corrections with respect to the val- 
ues of the IERS96 nutation model are shown in Figure 12 
for all three series together with the 95% confidence interval 
(2o- uncertainties). All figures have been drawn to the same 
scale for comparison. The a posteriori formal errors of the 
coefficients are smallest for the N3 series, and, although the 
RMS of the postfit residuals are almost identical for the N 1 
and S3 series, the formal errors of the coefficients from the 

S3 series are larger due to the shorter time interval it covers. 
We also see that the differences between the estimated co- 

efficients and the IERS96 values are larger for the series N 1 
and even larger for S3 compared to the N3 series. 

In view of the smaller formal errors of the N3 coefficients 

and the smaller differences with respect to the IERS96 val- 
ues, we conclude that the rates from the N3 series give the 
best results (although we have to keep in mind the smooth- 
ing effect according to Figure 9). It should be pointed out, 
however, that within their respective error bars all three se- 
ries give reasonable estimates for the coefficients compared 
to the IERS96 values. No systematic effects (e.g., from the 
subdaily ERP modeling or the lower time resolution of se- 
ries N3 compared to N 1) may be detected in the three series 
within the level of the 95% confidence interval. 

The nutation corrections for the 34 periods resulting from 
the N3 series, the most promising series, are listed in Table 4, 
which also includes the values of the IERS96 and IAU 1980 

models and the a posterJori formal errors of the coefficients. 
The a posteriori formal errors range from 7 and 17 •as at pe- 
riods of about 4 days to 27 and 68 •as at 16 days for Ae and 
AO, respectively. The uncertainties of the circular nutation 
components (see (40)) vary from 5 to 19 •as over the same 
span of periods. 

The major deficiencies of the IAU80 theory below periods 
of 20 days, already known from VLBI, can be seen by GPS. 
Especially, the significant change of the 13.66-day coeffi- 
cients is very well recovered by GPS. We will have a closer 
look at the main periods (13.66 days, 9.13 days .... ) in the 
next section. This means that the GPS technique allows an 
independent verification of theoretical nutation models and 
of the results obtained by VLBI at the high-frequency range 
of the spectrum. Most of the nutation corrections from GPS 
relative to the IERS96 model lie within the 95% confidence 

interval which implies that the GPS nutation estimates are, in 
general, in good agreement with the IERS96 nutation model. 
The differences between GPS and IERS96 coefficients in- 

crease toward longer periods as anticipated in Figure 1 and 
indicated by the formal errors of the GPS estimates. 

It is important to realize that the two components, A6 and 
AO sin 60, may be determined equally well from GPS. This 
is true from the point of view of the formal errors as well as 
t¾om the amplitude differences with respect to the IERS96 
model. If we remind ourselves of (16) we, indeed, do not 
expect any major difference between the two components 
concerning the impact of orbit modeling. 

The standard deviations of the differences between the 

GPS and IERS96 coefficients over all 34 periods are 22, 16, 
21, and 20 •as for the components 0r sin 60 (sin), Oi sin e0 
(cos), 6r (cos), and ei (sin), respectively, or 20 •as over all 
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Figure 12. Nutation corrections relative to the IERS96 model for 34 periods estimated from the rate series 
N3, N1, and S3 characterized in Table 1. The shaded areas represent the 95% confidence interval. Solid 
line, 2o- error band. Symbols as in Figure 10. (a) Nutation corrections from rate series N3, (b) nutation 
corrections from rate series N1, and (c) nutation corrections from rate series S3. 

components. Because the differences (together with the for- 
mal errors) are growing linearly with the period (see Fig- 
ure 12a), a more appropriate measure of the agreement be- 
tween the two sets of coefficients is given by the median of 
the absolute values of the differences. The median values for 

the four components amount to 12, 8, 12, and 10 pas, show- 
ing an mean agreement over all 136 coefficients of about 
10 pas. 

The largest deviations from the IERS96 model show up in 
Alp at the 10.08-day and 14.63-day periods with differences 
of about 3 times their formal uncertainties. From a statistical 

point of view we may expect a few coefficients of the total 
of 136 to lie outside the 95% confidence interval. The de- 

viation at 10.08 days is most probably an artifact because it 
only appears in the results from the old but not the new orbit 
model (see Figure 11). 
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Table 4. Nutation Corrections in Ae and A 0 Relative to the IERS96 Model for 34 Periods 

Multiple of Period, Reduced Component I96, I80, I80-I96, GPS-I96, 

1 1' F D f• days Set pas pas pas pas pas 

1 0 2 4 

4 0 2 0 

2 0 2 2 

0 0 2 4 

3 0 2 0 

1 0 2 2 

1 -1 2 2 

-1 0 2 4 

2 1 2 0 

2 0 2 0 

0 1 2 2 

0 0 2 2 

0 -1 2 2 

-2 0 2 4 

3 0 2 -2 

1 1 2 0 

2 4.08 * 0,- -16 0 16 29 
0, o o o 
e,. 7 0 -7 -13 
e• 0 0 0 -5 

2 4.58 * 0,• -26 0 26 22 
0i 0 0 0 -5 
•r 11 0 -11 -10 
•', 0 0 0 3 

2 4.68 * 0,' -108 -100 8 -29 
0, 1 0 -1 9 
•,. 47 0 -47 -13 
ei 0 0 0 0 

2 4.79 * 0,. -69 - 100 -31 11 
,½, o o o 25 
e,• 29 0 -29 -1 
e• 0 0 0 6 

2 5.49 * 0,- -289 -300 - 11 -42 
,0• 2 0 -2 -9 
e,. 124 100 -24 -3 
e, 1 0 -1 1 

2 5.64 * •,. -768 -800 -32 35 
O• 4 0 -4 11 
•r 325 300 -25 - 11 
• 2 0 -2 -6 

2 5.73 0,- -59 0 59 10 
O, 0 0 0 38 
e,. 25 0 -25 2 
e• 0 0 0 3 

2 5.80 * 0,- -151 -200 -49 -22 
0i 1 0 -1 22 
•,. 66 100 34 24 
ei 0 0 0 2 

2 6.73 * Or 40 0 -40 -36 
0• 0 0 0 6 
e,. -17 0 17 -4 
e• 0 0 0 6 

2 6.86 * 0,- -3102 -3100 2 21 
Oi 12 0 -12 15 
•,. 1323 1300 -23 -14 
e• 5 0 -5 -3 

2 6.96 0,- 54 0 -54 -10 
½, o o o 
e,• -22 0 22 9 
ei 0 0 0 15 

2 7.10 * •,• -3854 -3800 54 -29 
0• 15 0 -15 -21 
e,• 1643 1600 -43 19 
ei 6 0 -6 -12 

2 7.24 * 0,- -264 -300 -36 -79 
0, 1 0 -1 21 
e,. 114 100 -14 7 
e• 0 0 0 7 

2 7.35 0,- -121 -100 21 -3 
Oi 0 0 0 29 
e•. 52 100 48 17 
ei 0 0 0 1 

2 8.75 0,- 94 100 6 -7 
½, o o o -8 
e,. -40 0 40 -8 
e• 0 0 0 18 

2 8.91 * 0,- 246 200 -46 7 
O, -1 0 1 -60 
e,. -106 -100 6 -30 
ei 0 0 0 -10 

17 

17 

7 

7 

19 

20 

8 

8 

20 

20 

8 

8 

20 

20 

8 

8 

23 

23 

9 

9 

24 

24 

10 

10 

25 

25 

10 

10 

25 

25 

10 

10 

29 

29 

11 

11 

30 

30 

12 

12 

30 

30 

12 

12 

31 

31 

12 

12 

31 

31 

12 

12 

31 

31 

13 

13 

37 

37 

15 

15 

39 

39 

15 

15 
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Table 4. (continued) 

Multiple of 

1 1' F D • 

Period, Reduced Component 196, I80, I80-I96, 

days Set pas pas pas 

GPS-I96, 

/•as pas 

-1 0 4 0 

1 0 

1 -1 

0 0 

2 0 

-2 

2 0 

2 2 

2 0 

2 2 

0 2 

2 2 

0 4 

4 -2 

2 -2 

2 0 

2 0 

0 0 

2 0 

2 2 

2 9.06 V:• 115 100 -15 
0i 0 0 0 
e• -49 0 49 
e• 0 0 0 

2 9.13 * 0• -30137 -30100 37 
0i 77 0 -77 
e• 12896 12900 4 
ei 35 0 -35 

2 9.31 0• 56 0 -56 
•i 0 0 0 
e,. -24 0 24 
e• 0 0 0 

2 9.37 0,- -287 -300 -13 
• 1 0 -1 
e,. 123 100 -23 
e• 0 0 0 

2 9.56 * 0• -5965 -5900 65 
0i 14 0 -14 
e,• 2554 2600 46 
e• 7 0 -7 

1 9.63 0• -95 -100 -5 
o o o 

e,. 49 0 -49 
e• 0 0 0 

2 9.81 * 0r -282 -300 -18 
o 

e,. 122 100 -22 
e• 0 0 0 

0 10.08 * 0• 133 100 -33 
0i 0 0 0 
e,. -4 0 4 
e• 0 0 0 

2 12.66 * 0,' 91 100 9 
Oi 0 0 0 
e,. -39 0 39 
e• 0 0 0 

2 12.81 0• 643 600 -43 
0i -1 0 1 
e,. -277 -300 -23 
e• 0 0 0 

2 13.17 * 0,- 757 700 -57 
O, -1 0 1 
e,. -326 -300 26 
e, 0 0 0 

2 13.66 * 0• -227720 -227400 320 
Os 269 0 -269 
• 97864 97700 -164 
•s 136 0 -136 

0 13.78 0,' 2923 2900 -23 
Oi -8 0 8 
e,. -62 -100 -38 
es 1 0 -1 

2 14.19 * 0• -714 -700 14 
0i 1 0 -1 
e,. 307 300 -7 
es 0 0 0 

2 14.63 0,- 139 100 -39 
o o o 

e,. -60 - 1 O0 -40 
ei 0 0 0 

0 14.77 * 0• 6336 6300 -36 
Os -15 0 15 
e• -125 -200 -75 
ei 3 0 -3 

61 

5 

15 

19 

6 

-26 

24 

-1 

-15 

13 

20 

-9 

-88 

30 

13 

-1 

4 

13 

10 

13 

55 

12 

-17 

27 

-8 

28 

-5 

3 

-124 

-91 

44 

-24 

79 

-23 

-7 

34 

19 

20 

-3 

-24 

9 

-27 

4 

-24 

34 

3 

-39 
-21 

-88 

-26 

-57 

-40 

24 

85 

-8 

60 

184 

-124 

12 

-39 

85 

6 

5 

17 

39 

39 

16 

16 

40 

40 

16 

16 

42 

42 

17 

17 

42 

42 

17 

17 

42 

42 

17 

17 

42 

42 

17 

17 

43 

43 

17 

17 

43 

43 

17 

17 

55 

55 

22 

22 

55 

55 

22 

22 

57 

57 
23 

23 

61 

61 

24 

24 

61 

62 

24 

24 

62 

62 

25 

25 

65 

65 

26 

26 

66 

66 

26 

26 
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Table 4. (continued) 

Multiple of 

1 1' F D • 

Period, Reduced Component I96, I80, I80-I96, GPS-I96, 

days Set pas pas pas pas /tas 

0 -1 0 2 0 15.39 * 

-2 0 0 4 0 15.91 

435 400 -35 56 66 
-1 0 1 -83 66 
-9 0 9 5 26 
0 0 0 -22 26 

128 100 -28 -29 68 
0 0 0 16 68 
1 0 -1 -57 27 
0 0 0 7 27 

The GPS values were determined from the rate series N3 relative to the IERS96 model. The values of the 

IERS96 (I96) model, the IAU80 theory of nutation (I80), and the difference between the two are also listed. 
The asterisks in column "Reduced Set" indicate the periods considered when using the reduced set of terms 
(see text). The a posteriori formal uncertainties rr of the estimated nutation corrections are given in the last 
column. 

The residual spectrum of the nutation rate observations af- 
ter the estimation of the 34 terms is shown in Figure 13. It 
has been scaled the same way as Figure 8 for easy compari- 
son. It shows that there remain a few spectral lines with am- 
plitudes on the level of about twice the formal uncertainties. 
One lines appears at a period of about 10.37 days (a +) and 
could be associated with the term Nj = (-1,-1,0, 4, 0). 
We already mentioned above the relatively large discrep- 
ancy between the GPS estimate and the IERS96 model in the 
case of the 10.08-day period. The deviations around 10 days 
might be caused by the old orbit model, although the actual 
mechanism is unclear. Other lines are located at 9.73 days 
(a +) and 7.5 days (a-), for neither of which we expect any 
large amplitude according to theory. It is certainly too early 
to speculate about their origin. First, the whole series of nu- 
tation rate solutions should be recomputed with a consistent 
and optimized orbit model. We close this section with the 
remark that these remaining lines are more noticeable in the 
AO than in the Ae component. 

6.4. Comparison of Individual Periods With Different 
Models 

We have seen that the overall agreement between the 
IERS96 model values and the GPS-derived amplitudes is at a 
level of approximately 10 pas (median). Let us now compare 
GPS results of the major nutation periods in more detail with 
results from VLBI and LLR published recently. Because 
nutation analyses using VLBI and LLR data are mostly fo- 
cussing on longer periods than those considered here, we 
may only compare the amplitude estimates for a few peri- 
ods, namely, 13.66, 9.13, 14.77, and 9.56 days with more 
than one source. 

Before going into a detailed comparison let us look at 
three factors, using the 13.66-day term as an example, that 
may have an impact on the amplitude estimates: (1) the 
change in the coefficients of the 13.66-day period depend- 
ing on whether or not we estimate the neighboring term at 
13.78 days (the closer 13.63-day period cannot be separated 
from the 13.66-day period), (2) how much the amplitudes are 
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Figure 13. Residual spectrum of circular nutation amplitudes at low periods generated from the series N3 
relative to the IERS96 model after the estimation of nutation coefficients for 34 periods (see Table 4). The 
dashed lines indicate the 1 cr uncertainties of the amplitude estimations. 
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Table 5. Impact of Various Error Sources on the 13.66-Day Nutation Corrections 
Estimated From GPS 

Changes in Coefficients,/•as 

Error Source 8•," (sin) (5•9i (cos) Be," (cos) (5•i (sin) 

With, without estimating 13.78 term 
With, without smoothing 
A priori SKV972 or IERS96 
Formal uncertainties from GPS 

-24 4 -9 -16 

-16 13 8 7 

7 -3 -8 -1 
61 61 24 24 

reduced by the smoothing effect discussed in section 5.2, and 
(3) the change produced by a change of the a priori model 
from IERS96 to SKV972. 

Table 5 summarizes the result of these potential "error 
sources." The amplitude changes due to factors (1) and (3) 
were obtained by computing corresponding solutions. Fig- 
ure 9 tells us that the amplitudes at 13.66 days are reduced 
by 5% for 3-day rates. This leads to the numbers given in 
Table 5, that is, about 5% of the differences between the 
IERS96 and the IAU80 model, assuming that the IERS96 
coefficients are more or less correct. All three effects are 

small compared with the formal uncertainties of the GPS es- 
timates shown in the bottom row of Table 5. The largest 
change is caused by estimating or not estimating the neigh- 
boring term at 13.78 days. When comparing the results of 

individual spectral lines below, we should therefore keep in 
mind that the amplitudes estimated at a specific frequency 
critically depend on the amplitudes adopted for all the neigh- 
boring lines of the nutation spectrum. 

Apart from the IAU 1980 theory of nutation (IAU80) 
[McCarthy, 1996], the IERS 1996 model (IERS96) [Mc- 
Carthy, 1996], and the latest model by Souchay and Ki- 
noshita (SKV972: see section 6.1 for details), the nutation 
coefficients from McCarthy and Luzum [ 1991] (MCLU91: 
combined analysis of 10 years of VLBI and about 20 years 
of LLR data), Herring et al. [1991] (HERR91:9 years of 
VLBI data), Charlot et al. [1995] (CHAR95:16 years of 
VLBI and 24 years of LLR data), Souchay et al. [1995] 
(SOUC95:14 years of VLBI data) and the GPS results of 
series N3 (GPS_N3) are put together in Table 6 for those 

Table 6. Comparison of the Nutation Coefficients Derived From GPS With Theoretical Models and 
Estimates From VLBI and LLR 

Nutation Period, Nutation Coefficient, mas 

Model days 80,- (sin) (5'0i (cos) 8•," (cos) (5•i (sin) 

IAU80 13.66 -227.4 0.0 97.7 0.0 
MCLU91 -227.94 -4-0.12 -0.07 4-0.11 98.00 4-0.06 -0.10 4-0.04 
HERR91 -228.19 4-0.14 0.10 4-0.14 98.03 4-0.06 -0.08 4-0.06 
CHAR95 -227.35 4-0.12 -0.07 4-0.11 97.66 4-0.05 0.04 4-0.05 
SOUC95 -227.71 4-0.04 0.34 4-0.04 97.85 4-0.01 0.17 4-0.01 
IERS96 -227.720 0.269 97.864 0.136 
SKV972 -227.643 0.289 97.836 0.146 
GPS_N3 -227.686 4-0.061 0.272 4-0.061 97.825 4-0.024 0.115 4-0.024 
IAU80 9.13 -30.1 0.0 12.9 0.0 
MCLU91 -30.33 4-0.05 -0.09 4-0.09 12.96 4-0.02 -0.01 4-0.03 
HERR91 -30.34 4-0.14 0.03 4-0.14 12.97 4-0.06 0.07 4-0.06 
CHAR95 -30.03 4-0.08 0.03 4-0.09 13.00 4-0.03 0.07 4-0.03 
SOUC95 -30.20 4-0.04 0.06 4-0.04 12.91 4-0.01 0.11 4-0.01 
IERS96 -30.137 0.077 12.896 0.035 
SKV972 -30.127 0.081 12.892 0.037 
GPS_N3 -30.131 4-0.040 0.051 4-0.040 12.920 4-0.016 0.034 4-0.016 
IAU80 14.77 6.3 0.0 -0.2 0.0 
HERR91 6.41 4-0.14 -0.10 4-0.14 -0.19 4-0.06 0.00 4-0.06 
SOUC95 6.35 4-0.03 -0.08 4-0.03 -0.13 4-0.01 0.00 4-0.01 
IERS96 6.336 -0.015 -0.125 0.003 
SKV972 6.335 -0.016 -0.123 0.003 
GPS_N3 6.421 4-0.066 -0.009 4-0.066 -0.120 4-0.026 0.020 4-0.026 
IAU80 9.56 -5.9 0.0 2.6 0.0 
SOUC95 -5.99 4-0.03 0.06 4-0.03 2.57 4-0.01 0.00 4-0.01 
IERS96 -5.965 0.014 2.554 0.007 
SKV972 -5.961 0.015 2.552 0.007 
GPS_N3 -5.961 4-0.042 0.027 4-0.042 2.564 4-0.017 0.020 4-0.017 
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Table 7. Comparison of the Circular Nutation Coefficients Derived From GPS With Theoretical 
Models and Estimates From VLBI and LLR 

Nutation Period, Nutation Coefficient, mas 

Model days a• + (cos) a/+ (sin) a7 (cos) a•- (sin) 

IERS96 13.66 -3.641 -0.014 -94.223 0.122 

SKV972 -3.642 -0.016 -94.194 0.130 
GPS_N3 -3.628 -t-0.017 -0.003 -t-0.017 -94.197 -t-0.017 0.112 -t-0.017 

IERS96 9.13 -0.454 -0.002 -12.442 0.033 

SKV972 -0.454 -0.002 - 12.438 0.035 
GPS_N3 -0.467 -4-0.011 -0.007 -4-0.011 -12.453 -4-0.011 0.027 -4-0.011 
IERS96 14.77 - 1.198 -0.004 1.323 -0.001 
SKV972 - 1.198 -0.005 1.321 -0.002 

GPS_N3 -1.217 -t-0.019 -0.012 -t-0.019 1.337 -t-0.019 0.008 -t-0.019 
IERS96 9.56 -0.091 -0.001 -2.463 0.006 
SKV972 -0.090 -0.001 -2.462 0.006 
GPS_N3 -0.096 -t-0.012 -0.005 -t-0.012 -2.467 -t-0.012 0.015 -t-0.012 

periods below 20 days that are available in the respective 
publications. For completeness and easier comparisons with 
publications expressing nutation corrections in the circular 
components (see equations (40)), we also list the circular 
terms for the models IERS96, SKV972, and GPS_N3 in Ta- 
ble 7. 

The uncertainties of the GPS estimates in Table 6 are 

smaller than most of the VLBI uncertainties. An exception 
is SOUC95, the uncertainties of which are better by a factor 
1-2 (depending on the period). Only two of the 34 GPS_N3 
terms show a deviation of more than the formal uncertainty 
from both, IERS96 and SKV972, namely 6e,. at 9.13 days 
and 6%. at 14.77 days. To get an impression of the agree- 
ment of the models in Table 6 with SKV972, probably the 
best model presently available, we computed the standard 
deviation of the differences between two models for all nu- 

tation components (the AO components were multiplied by 
sin eo) and determined the maximum difference between the 
two models. These values are listed in Table 8 for all models 

with respect to SKV972. Let us keep in mind that the results 
of such a comparison are not fully independent of the a priori 
nutation model used for each of the individual solutions. We 

Table 8. Agreement Between SKV972 and All Other Mod- 
els Listed in Table 6 Measured by the Maximum Differ- 
ence Between SKV972 and the Respective Model and by 
the Standard Deviation of the Differences Over All Periods 

and All Terms (Se•, 5ei, 5• sin eo, and 5•bi sin eo) 

Nutation Number of Standard Deviation, Maximum, 
Model Terms mas mas 

IAU80 16 0.068 0.146 
MCLU91 8 0.132 0.246 

HERR91 12 0.117 0.226 

CHAR95 8 0.107 0.176 

SOUC95 16 0.025 0.073 
IERS96 16 0.011 0.030 
GPS_N3 16 0.016 0.034 

see that the agreement of the GPS estimates with SKV972 
for the four periods considered here is very good compared 
to the other models. We thus conclude that GPS (1) gives 
an independent confirmation of the quality of the SKV972 
model and (2) can contribute significantly to nutation at high 
frequencies. It also seems that GPS nutation results are less 
sensitive to the modeling of other diurnal rotation changes 
(e.g., the diurnal UT1 variations) than VLBI most likely be- 
cause of the more global distribution of stations with GPS 
(see Herring and Dong [1994] for discussion of VLBI sen- 
sitivity). A change of the diurnal UT1 variation model led, 
for example, to the difference in the a•- term of the 13.66- 
day period between IERS96 and SKV972 (see Table 7). 

7. Conclusions 

It is well known that a direct determination of UT1-UTC 

corrections from satellite geodetic data is not possible. For 
several years, however, satellite techniques (SLR, GPS, Dop- 
pler orbitography and radiopositioning integrated by satel- 
lite (DORIS) .... ) have been used to estimate UT1-UTC 
rates (or LOD). We have shown that from a mathematical 
point of view there is no major difference between estimat- 
ing UT1-UTC rates and nutation rates in obliquity Ae and 
longitude AO from satellite geodetic measurements. For all 
three components of Earth rotation it is not possible to deter- 
mine offsets to an a priori model because of the one-to-one 
correlations with the geometrical orbit parameters (ascend- 
ing node, inclination, and argument of latitude), whereas the 
first derivative of these quantities with respect to time can be 
estimated. 

The nutation rate series analyzed in this paper are the first 
nutation series established in satellite geodesy. The series 
were computed from GPS data of the global IGS network 
by the CODE analysis center of the IGS using 3-day solu- 
tions. The series of daily nutation rate estimates was started 
in spring 1994 and it covers to date more than 3.5 years. 
The RMS scatter of the nutation rate estimates is about 

0.27 mas/d (in A• and AOsin •o) and is thus comparable 
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to the 20/as/d scatter of the LOD values derived from GPS 
3-day solutions. 

It is evident that such rate estimates may only contribute 
at the high-frequency end of the nutation spectrum, the long- 
term behavior being reserved to VLBI (and to LLR) analy- 
ses. We demonstrated, however, that corrections to an a pri- 
ori nutation model may successfully be estimated for terms 
with periods up to about 16 days from GPS nutation rates. 
The uncertainties of the nutation coefficients are of about 

the same magnitude for Ae and Alp sin e0 and grow linearly 
with the associated period from typically several microarc- 
seconds at periods of a few days to about 30/aas at periods 
of about 16 days. 

The coefficients of 34 nutation periods between 4 and 
16 days were derived from the GPS rate series and show 
an overall agreement of about 10/aas (median) or 20/aas 
(standard deviation) with the latest nutation models avail- 
able from Souchay and Kinoshita. The comparison of the 
GPS coefficients for the larger nutation terms at 13.66, 9.13, 
14.77, and 9.56 days with values found in the literature 
shows that the GPS results represent a significant contribu- 
tion to nutation in this range of frequencies. No major dis- 
crepancies were found between the most recent model by 
Souchay and Kinoshita (1997.2) and the GPS estimates for 
these frequencies. The deficiencies in the IAU 1980 model 
are clearly seen. GPS thus allows an independent verifica- 
tion of present-day nutation models. The high-frequency 
nutations depend almost solely on the elastic and anelastic 
properties of the mantle through the parameter R • in (33) of 
the theory by Mathew et al. [1991 ]. This coefficient is most 
affected by the k2 Love number. The expected contributions 
from anelasticity are given by Herring et al. [1991] and are 
still debated. They could be of the order of 1%, that is, for 
the 13.66-day nutation with an amplitude of about 100 mas 
we might expect effects of about 1% of 100 mas times/• or 
about 20/•as (with R' m 0.25/13.66 [Mathew et al., 1991]). 
GPS nutation results may be of value in this area of research 
and in the search for potential ocean normal modes [Herring 
and Dong, 1994]. 

It is our hope that in the future other GPS groups or other 
satellite space techniques will follow this example and start 
to estimate nutation rates in their analyses. It would then be 
possible to derive nutation corrections from a combination of 
different series stemming from VLBI, LLR, GPS, and other 
satellite systems. 
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